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Exercise 1. Show that a MA(q) time series (Xt) is stationary as soon as (Zt) is.

Exercise 2. Consider a WN(σ2) (Zt) and the MA(1) (Xt) defined as

Xt = Zt + θZt−1 , t ∈ Z .

Assume that |θ| > 1 and consider the process

Wt =
∞∑
j=0

(−θ)−jXt−j , t ∈ Z .

1. Compute γX(h), h ≥ 0, the autocovariance function of (Xt).

2. Show that Wt exists in L2.

3. Express Var(W0) in terms of θ and σ2.

4. Show that (Wt) is WN.

5. Check that we have the relation

Xt = Wt +
1

θ
Wt−1 , t ∈ Z .

Exercise 3. This exercise is using the properties of the projection in order to get an efficient
algorithm for determining the best linear prediction Πt(Xt+1) and the associated risk RL

t .
Consider a WN(σ2) (Zt) and the MA(1) (Xt) defined as

Xt = Zt + θZt−1 , t ∈ Z ,

with |θ| < 1.

1. Express the coefficients (ϕj) of the causal solution Xt =
∑∞

j=1 ϕjXt−j+Zt of the MA(1)
model in term of θ.

2. Deduce Π∞(Xn+1) and the associated risk RL
∞.

3. Show that Πn(Xn+2) = 0 and E[Xn+1Πn−1(Xn)] = 0.
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4. Deduce from the projection decomposition the recursive formula called

Πn(Xn+1) =
σ2θ

RL
n

(Xn −Πn−1(Xn)) , n ≥ 1 .

5. Deduce the recursive formula RL
n+1 = σ2(1+θ2)−σ4θ2/RL

n for n ≥ 1 and the innovation
algorithm that update (Πn(Xn+1), R

L
n) recursively.
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